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334 A. Walendziak
1. INTRODUCTION

L. Henkin [6] introduced the notion of “implicative model”, as a model of positive implicative
propositional calculus. In 1960, A. Monteiro [14] has given the name “Hilbert algebras” to the
dual algebras of Henkin’s implicative models. In 1966, K. Iséki [8] introduced a new notion
called a BCK algebra. It is an algebraic formulation of the BCK-propositional calculus system
of C. A. Meredith [13]. To solve some problems on BCK algebras, Y. Komori [12] introduced
BCC algebras. These algebras (also called BIK*-algebras) are an algebraic model of BIK™-
logic. In [11], as a generalization of BCK algebras, H. S. Kim and Y. H. Kim defined BE
algebras. Later on, in 2010, D. Bugneag and S. Rudeanu [4] introduced the notion of pre-BCK
algebra. A BCK algebra is just a pre-BCK with the antisymmetry. In 2016, A. Iorgulescu
[7] introduced new generalizations of BCK and Hilbert algebras (RML, pre-BCC, aBE, pi-BE
algebras and many others).

In 2021, R. K. Bandaru et al. [l] introduced the concepts of GE algebra (generalized
exchange algebra) and transitive GE algebra (tGE algebra for short). These algebras have
many connections with other algebras of logic. Recently, A. Walendziak [20] introduced pre-
Hilbert algebras as a natural generalization of Hilbert algebras.

The concepts of commutativity and implicativity in the theory of BCK algebras were intro-
duced by K. Iséki and S. Tanaka ([15], [9]). In [16], the property of implicativity for various
generalizations of BCK algebras was studied. Implicative BE algebras were presented in [18].

Here we consider RML, BE, GE, tGE, pre-BCC, pre-BCK and pre-Hilbert algebras and
present the connections between these algebras. We give some important results and exam-
ples. We introduce implicative pre-Hilbert algebras and investigate their properties. We show
that the class of implicative pre-Hilbert algebras coincides with the class of implicative pre-
BCC algebras. We prove that for any Hilbert algebra the implicative property is equivalent
to the commutative property. Moreover, we establish several old or new characterizations
of Tarski algebras. In particular, we show that Tarski algebras coincide with commutative
pre-Hilbert algebras and with implicative generalized exchange algebras satisfying the anti-
symmetry property. Finally, we draw the hierarchies existing between all classes of implicative
algebras considered here.

The motivation of this study consists of algebraic and logical arguments. Namely, pre-
Hilbert algebras are related to Henkin’s Positive Implicative Logic, they belong to a wide class
of algebras of logic. An additional motivation is the fact that the present paper is a continu-
ation of the author’s earlier publications [20] and [21] on pre-Hilbert algebras. Moreover, the
results of the paper may have applications for future studies of some generalizations of Hilbert

algebras.
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2. PRELIMINARIES

Let A= (A,—,1) be an algebra of type (2,0). We define the binary relation < by: for all
x,y €A,

r<ly<=zx—y=1.

We consider the following list of properties ([[]) that can be satisfied by A:

(An) (Antisymmetry) (z <y and y <z) = x =1y,

B)y—=z<(z—y) = (@ —2),

(C)z—=(y—2)<y—(v—2),

D) y<(y—z)—a,

(Ex) (Exchange) z — (y — 2) =y — (x — 2),

(K) 2 <y — =,

(L) (Last element) = <1,

(M)

(Re) (Reflexivity) z < z,
)
)
)

T ransitivity) (r <y and y < z2) = x < 2,
Tr) (T < dy < <

1l—xz=ux,

y<z=zx—y<z—2,

—~
* o~
* *

y<z=z—x<y—c

Remark 2.1. The properties in the list are the most important properties satisfied by a BCK

algebra.

Lemma 2.2. ([]) Let A= (A, —,1) be an algebra of type (2,0). Then the following hold
(i) (M) + (B) = (%), (**);
(it) (M) + (*) = (Tr);

(iii) (M) + (**) = (Tr);

(iv) (C) + (An) = (Ex);
)

v) (M) + (L) + (**) = (K).

Following Iorgulescu [7], we say that (4,—,1) is an RML algebra if it verifies the axioms
(Re), (M), (L). We recall now the following definition.

Definition 2.3. ([7]) Let A= (A, —,1) be an RML algebra. The algebra A is said to be
1. an aRML algebra if it verifies (An),

a pre-BCC algebra if it verifies (B),

a BCC algebra if it verifies (B), (An), that is, it is a pre-BCC algebra with (An),

a BE algebra if it verifies (Ex),

an aBE algebra if it verifies (Ex), (An), that is, it is a BE algebra with (An),

RN
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6. a pre-BCK algebra if it verifies (B), (Ex), that is, it is a pre-BCC algebra with (Ex) or,
equivalently, it is a BE algebra with (B),
7. a BCK algebra if it is a pre-BCK algebra verifying (An).

Denote by RML, aRML, pre-BCC, BCC, BE, aBE, pre-BCK, BCK the classes of
RML, aRML, pre-BCC, BCC, BE, aBE, pre-BCK, BCK algebras respectively.

By definitions, we have

pre-BCC = RML + (B), BE = RML + (Ex),

pre-BCK = pre-BCC + (Ex) = BE + (B),

aRML = RML + (An), BCC = pre-BCC + (An) = aRML + (B),

aBE = BE + (An) = aRML + (Ex),

BCK = pre-BCK + (An) = BCC + (Ex) = aBE + (B).

The interrelationships between the classes of algebras mentioned above are visualized in

Figure 1.

pre-BCC

aBE

BCC

FIGURE 1

It is known that < is an order relation in BCC and BCK algebras. By definition, in RML
and BE algebras, < is a reflexive relation; in aRML and aBE algebras, < is reflexive and
antisymmetric. By Lemma @ (i)—(ii), in pre-BCC and pre-BCK algebras, < is reflexive and

transitive (i.e., it is a pre-order relation).
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3. ON PRE-HILBERT AND GE ALGEBRAS

Let A = (A,—,1) be an algebra of type (2,0). Now, we consider the following properties
(in fact, the properties satisfied by Hilbert algebras):

(pi) z = (x 2 y) =z =y,

(p-1) 2= (y—2)<(xz—=y) = (z—2),
(p-2) (=y) =@ —=2)<z—(y—2),
(pimpl) z — (y — 2) = (z = y) = (x — 2),
(GE) 2 = (y—2) =2 = (y — (z — 2)).

Lemma 3.1. Let (A, —,1) be an algebra of type (2,0). Then the following are true:
(i) (Re) + (M) + (pimpl) = (pi), (p-1), (p-2), (K), (B);
(ii) (p-1) + (p-2) + (An) = (pimpl);
(iii) (Ex) + (pi) = (GE).

Proof. (i) By Propositions 6.4 and 6.9 of [[].
(ii) Obvious.
(iii) By Proposition 2.7 (ii) of [19]. g

Remark 3.2. From Lemma @ (i) it follows that in RML algebras, (pimpl) implies (pi). For
BCK algebras, (pimpl) and (pi) are equivalent (cf. Theorem 8 of [9]).

Recall the following definitions.

Definition 3.3. An algebra (A,—,1) is a

1. Hilbert algebra [p] if it verifies the axioms (An), (K), (p-1);

2. pre-Hilbert algebra [20] if it verifies the axioms (M), (K), (p-1);

3. generalized exchange algebra [1] (briefly, GE algebra) if it verifies the axioms (Re), (M),
(GE);

4. pi-RML algebra ([7]) if it is an RML algebra verifying (pi).

Let us denote by GE, pre-H and H the classes of GE, pre-Hilbert and Hilbert algebras,
respectively. Moreover, let pi-RML denote the class of pi-RML algebras; similarly for the
subclasses of RML.

Remark 3.4. (1) In [B], A. Diego proved that Hilbert algebras satisfy (Re), (M), (L), (pi),
(p-2), (pimpl). Moreover, he showed that the class of all Hilbert algebras is a variety. Since
(An) + (K) + (p-1) imply (M) (see [5]), a Hilbert algebra is in fact a pre-Hilbert algebra
verifying (An), that is, H = pre-H + (An).

(2) Note that the definition of pre-Hilbert algebra is inspired by Henkin’s Positive Implicative
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Logic [6] (see also Remark 3.7 of [20]).
(3) For examples of GE algebras and pre-Hilbert algebras we refer the reader to 1] and [20],
respectively.

(4) Remark that the connections between subclasses of the class pi-RML have been presented

in 7).

Remark 3.5. (1) By definitions,

pi-RML = RML + (pi), pi-BE = BE + (pi), pi-pre-H = pre-H + (pi),
pi-pre-BCC = pre-BCC + (pi) = pi-RML + (B),

pi-pre-BCK = pi-pre-BCC + (Ez) = pi-BE + (B) = pre-BCK + (pi),
pi-BCC = pi-pre-BCC + (An), pi-aBE = pi-BE + (An).

(2) Note that from Remark 6.19 of [[7] we have H = pi-BCK. Hence

H = pi-pre-BCK + (An) = pi-BCC + (Ez) = pi-aBE + (B).

Proposition 3.6. ([l], Theorem 3.3) GE algebras satisfy (Re), (M), (L), (pi), (K), (C), (D).
Corollary 3.7. Any GFE algebra is a pi-RML algebra.

Since GE algebras and Hilbert algebras satisfy (pi), we have pi-GE = GE and pi-H = H.
By Lemma El! (iii), we get

Corollary 3.8. Any pi-BE algebra is a GE algebra.

Example 3.9. ([19], Example 2.5) Consider the set A = {a,b,c,d,e, 1} and the operation —
given by the following table

c d e

c C

d|a

S

Q
e S N
— = = Q)
— = e

1
1
1
1
1
e |a 1
1

d
1
1
1
1la b ¢ d
We can observe that the properties (Re), (M), (L), (GE) (hence (pi)) are satisfied. Therefore,
(A,—,1) is a GE algebra. It does not satisfy (An) for (z,y) = (¢,d); (Ez) for (x,y,z) =

(a,b,¢); (B) and (p-1) for (z,y,z) = (a,e,c). Then, A is not a BE algebra, not a pre-BCC

algebra and not a pre-Hilbert algebra.

e

Theorem 3.10. ([20], Theorem 3.9) Pre-Hilbert algebras satisfy (Re), (M), (L), (K), (B), (C),
(D), (Tx), (*), (*%), (p-1), (p-2).
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Corollary 3.11. Any pre-Hilbert algebra is a pre-BCC' algebra.

Example below shows that the converse statement is not true; that is, there are pre-
BCC algebras which are not pre-Hilbert algebras.

Example 3.12. (7], Ezample 9.24) Let A = {a,b,c,d,1} and — be given by the following
table

—la b ¢ d 1
a |1l a c c 1
b |1 1 dc 1
c la b 1 11
d la b 1 11
1 |la b ¢ d 1

Then (A, —,1) verifies (Re), (M), (L), (B). It does not verify (An) for x = ¢, y = d; (Ez) for
r=a,y=bz=c; (GE) for x =a,y =1,z =b; (pi) for v = a,y =b; (p-1) and (pimpl) for
x =y =a,z =b. Therefore, (A,—,1) is a pre-BCC algebra not verifying (An), (Ex), (GE),
(pi), (p-1) and (pimpl).

Theorem 3.13. Let A= (A,—,1) be an algebra of type (2,0). The following are equivalent:
(i) A is a pre-Hilbert algebra;
(iii) A satisfies (M), (L), (B) and (p-1).
Proof. (i) = (ii). Follows from Theorem .

(i) => (i). By Lemma R4 (i), (M) + (B) imply (**). By Lemma .4 (v), (M) + (L) +
(**) imply (K). Then A satisfies (M), (K) and (p-1). Thus A is a pre-Hilbert algebra.

Remark 3.14. Pre-Hilbert algebras do not have to satisfy (An), (Ex), (GE), (pi), (pimpl);

see example below.

Example 3.15. ([20], Ezample 3.13) Consider the set A = {a,b,c,d,1} and the operation —
given by the following table

—la b ¢ d 1
a |1 ¢ b d 1
b la 1 1 d 1
c la 1 1 d1
11
d 1
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We can observe that the properties (M), (K), (p-1) are verified. Then, (A,—,1) is a pre-Hilbert
algebra. It does not verify (An) for (x,y) = (b,¢); (Ex) and (pimpl) for (z,y,z) = (a,d,b);
(pi) for (z,y) = (a,b); (GE) for (x,y,2) = (a,1,b).

Now we give a characterization of pi-pre-Hilbert algebras.

Theorem 3.16. Let A= (A,—,1) be an algebra of type (2,0). The following are equivalent:

(i) A is a pi-pre-Hilbert algebra;
(ii) A is a pi-pre-BCC algebra with (C).

Proof. (i) = (ii). Follows from Theorem .

(ii) = (i). Let A be a pi-pre-BCC algebra verifying (C). Then A verifies (Re), (M), (L),
(B) (hence, by Lemma @, (*), (**), (Tr), (K)), (pi), (C). To prove (p-1), let z,y,z € A. From
(B) we conclude that y — z < (x — y) — (z — z). Using (*), we get

(1) r—=y—=2)<z—=((x =y — (xr—2).
By (O),
(2) r—((x—=y)—(r—=2) <(r—=y) = (z—=(x—2).

Applying (Tr) and (pi), from @) and (B) we obtain x — (y - 2) < (z = y) = (v — (v —
z)) = (x — y) — (x — z). Consequently, A is a pi-pre-Hilbert algebra.

Example 3.17. Let A ={a,b,c,d,e,1} and — be defined as follows

—la b ¢ d e 1
a|ll 1 e d e 1
b|1 1 d d e 1
cla b 1 1 1 1
dla b 1 1 1 1
ela b 1 1 1 1
lla b c d e 1

It is easy to see that the algebra (A,—, 1) verifies properties (Re), (M), (L), (B) and (pi).
From Therem we conclude that (A,—,1) is a pi-pre-Hilbert algebra. It does not verify
(An) for x = a, y =b; (Ez), (GE) and (pimpl) for x = a,y = b,z = c.

Example 3.18. ([7], Example 10.3) Let A = {a,b,c,d,1} and — be given by the following
table
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—la b c d 1
a |1 b b b 1
b la 1l ¢ c 1
c la 1 1 11
dla 1 1 11
1 la b c d 1

Then (A, —,1) is a pi-pre-BCC algebra. It does not verify (An) for x = ¢, y = d; (Ex) and
(GE) for x = a,y =b,z =c¢; (p-1) forx =b,y=a, z=rc.

Remark 3.19. (1) From Theorem we see that pre-H = pre-BCC + (p-1). By Theorem
, pi-pre-H = pi-pre-BCC + (C). Hence

pi-pre-H + (Ez) = pi-pre-BCC + (C) + (Ex) = pi-pre-BCC + (Ex) = pi-pre-BCK,
since (Re) + (Ez) imply (C).

(2) By definition and Corollary , GE =RML + (GE) =RML + (pi) + (GE) = pi-RML
+ (GE). Hence, by Lemma @ (iii),

GE + (Ez) = pi-RML + (GE) + (Ex) = pi-RML + (Ez) = pi-BE.

Remark 3.20. (1) Ezamples and show that the inclusions below are proper.
pre-BCC D pre-H D pi-pre-H.
(2) By Examples @ and , GE D pi-BE and pi-pre-BCC D pi-pre-H, respectively.

By Remarks @, and , we can draw now the hierarchy between RML and H, in
the next Figure 2.

Following [l], we say that a GE algebra is transitive if it satisfies (B). For examples of
transitive GE algebras we refer to [I, 19]. From Corollary 3.8 of [19] it follows that any
transitive GE algebra verifies (p-1). Since any GE algebra verifies properties (M), (K) and

(pi), we have
Proposition 3.21. Any transitive GE algebra is a pi-pre-Hilbert algebra.

Proposition 3.22. We have tGE = GENpi-pre-H = GENpre-H, where tGE denotes the

class of all transitive GE algebras.

Proof. If A belongs to GE and pre-H, then A is a tGE algebra, since a pre-Hilbert algebra
satisfies (B). Hence GE N pi-pre-H C GE N pre-H C tGE. The converse inclusions follow
from Proposition . 0O
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RML

pi-pre-BCC

pi-pre-H

pi-pre-BCK

H = pi-BCK
FIGURE 2.
Following [3], we say that a GE algebra is antisymmetric (aGE algebra for short) if it verifies
(An). Denote by aGE the class of antisymmetric GE algebras. From Remark 3.4 of [19] we
see that aGE = pi-aBE.

4. IMPLICATIVE PRE-HILBERT ALGEBRAS

The well-known implicative and commutative BCK algebras were introduced by K. Iséki

and S. Tanaka ([9], [15]).
Let A = (A,—,1) be an algebra of type (2,0). We first consider the following properties:

for all z,y € A,
(im) (implicative) (z — y) — = =z,

(Com) (commutative) (z —y) >y = (y = x) — .

Lemma 4.1. Let A= (A, —,1) be an algebra of type (2,0). Then
(i) (Re) + (im) = (M),
(i) (M) + (im) = (L),
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) (im) = (pi),

) (M) + (K) + (%) + (%) + (im) = (C),
(v) (M) + (Com) = (An),
)

)

(ii

(iv

(M) + (K) + (pimpl) + (Com) = (im),
(Re) + (M) + (pimpl) + (Com) = (im).

(vi

(vii

Proof. (i)—(iii) follow from Proposition 3.5 of [16].
(iv) By Lemma @ (ii), A satisfies (Tr). To prove (C), let z,y,z € A. From (K) it follows
that z <z — z. Applying (*) twice, we get

(3) r—(y—z)<z—(y— (z—2).

Since x — z <y — (z — z), by (**) and (im), (y = (z — 2)) = = < (v — z) — = = z, that
is, (y = (z — 2)) — x < x. Similarly, using (**) and (im), we have x — (y — (z — 2)) <

(
(y = (z = 2)) > 2] = (y = (x = 2)) =y = (x — 2). Therefore,
(4) r—=(y—=(r—2)<y—(r—2).

From (E) and (H) we see that (C) holds in A.
(v) follows from Proposition 3.3 (i) of [17].
(vi) follows from Proposition 3.2 (vii) of [1§].
(vii) Let A satisfy (Re), (M), (pimpl) and (Com). By Lemma @ (i), A also satisfies (K).

Hence, from above (vi) we obtain (vii). g

Recall the definition of Tarski algebras. A Tarski algebra is an algebra A = (A, —, 1) of
type (2,0) satisfying the following axioms ([10]): (Re), (M), (pimpl) and (Com). By definition
and Lemma @ (vii), Tarski algebras satisfy (Com) and (im). Note that Hilbert algebras do
not have to satisfy these properties.

As in the case of BCK algebras, we now define:

Definition 4.2. An RML algebra A is called
e implicative if it satisfies (im),

o commutative if it satisfies (Com).

Remark that implicative RML algebras and commutative RML algebras were investigated in

[16] and [17], respectively. From Lemma @ (i) and (ii) we have

Proposition 4.3. The class of implicative RML algebras is characterized by the axioms: (Re)

and (im).
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Remark 4.4. In 2017, A. Borumand Saeid, H. S. Kim and A. Rezaei introduced Bl-algebras
(I2]). They defined a Bl-algebra as an algebra (A,—,1) of type (2,0) satisfying the following
azrioms:

(B1) z—x=1,

(B2) (v —vy)—>x==x.

Note that (B1) is (Re) and (B2) is (im). Thus, Bl-algebras are implicative RML algebras.

Proposition 4.5. ([1l], Theorem 3.9) If A is a commutative GE algebra, then it is a Hilbert

algebra.

Denote by T, im-RML and com-RML the classes of Tarski algebras, implicative RML
algebras and commutative RML algebras, respectivelly. Similarly for the subclasses of RML.

Now we give several characterizations of implicative pre-Hilbert algebras.

Theorem 4.6. Let A= (A,—,1) be an algebra of type (2,0). The following are equivalent:
(i) A is an implicative pre-Hilbert algebra;
(ii) A is an implicative pre-BCC algebra;
(iii) A satisfies (Re), (B), (im);
) A satisfies (Re), (im), (*), (**);
(v) A is an implicative RML algebra satisfying (*) and (**).

(iv

Proof. (i) = (ii). Follows from Theorem .

(ii) = (iii). Obvious.

(iii) = (iv). By Lemma @ (i), (Re) + (im) imply (M). By Lemma (i), (M) + (B)
imply (*) and (**).

(iv) = (v). Follows from Lemma @ (i) and (ii).

(v) = (i). By Lemma R.2 (v), (M) + (L) + (**) imply (K). From Lemma @ (iii) and (iv)
we see that A satisfies (pi) and (C). Now observe that A also satisfies (D). By (Re) and (C),

l=(y—z)—(y—2)<y—(y—z) =)

Then1=1—=(y— (y = 2) =) =y — (y = ) — x) by (M). Thus (D) holds in A. To
prove (p-1), let z,y,z € A. From (D) it follows that y < (y — z) — 2. Hence, applying (*)
and (C), we have

r—oy<z—o[y—2z) =2 <(y—2) —(r—2),
that is, ¢ = y < (y = z) = (z — z). Then, by (D) and (**),

y—z<[ly—z)=2(x=2)]=>(@—=2)<(xr—y) = (r—2).
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Thus y — z < (z — y) — (= — z), and hence, using (*), we obtain
(5) r—=(y—z)<z—=((x—y) — (z—2).
©)

We have z — ((z = y) — (x — 2)) < (x—>y)—>[x—)(m%z)](p:i)(x—)y)%(x%z).
Thus

(6) r—= ((zr—y) = (x—2) < (x—y) — (r—2).

From (B) and (B) we get ¢ — (y = 2) < (z — y) = (¢ — z), that is, (p-1) holds in A.
Consequently, A is an implicative pre-Hilbert algebra.

Example 4.7. Consider the set A = {a,b,c,d, 1} and the operation — given by the following
table

—la b ¢ d 1
a |1 b b d 1
b la 1 a a 1
c |1 1 1 11
dla 1 1 11
1 |la b c d 1

The algebra (A,—,1) is an implicative RML algebra. It does not verify (An) and (Com) for
(z,y) = (¢,d); (Ex) and (GE) for (x,y,2) = (b,a,d); (B) and (p-1) for (x,y,2) = (d,c,a).

Example 4.8. Consider the set A = {a,b,c,d,1} and the operation — given by the following
table

—la b ¢ d 1
a |1 1 ¢ ¢ 1
b |d 1 1 d 1
cla alal
d b b b 11
1 |a b c d 1

It is easy to see that the properties (im), (An), (Re), (M) and (L) are satisfied. Hence,
A = (A, —,1) is an implicative aRML algebra. It does not satisfy (Ex) and (GE) for (x,y,z) =

(a,b,a), (B) and (p-1) for (x,y,z) = (a,b,c).

Example 4.9. ([19], Example 4.12) Let A = {a,b,c,d,e,1} and — be defined as follows
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—la b ¢c d e 1
al|ll 1 e d e 1
b1 1 ¢ d d 1
c|b b 1 1 11
dla b 1 1 1 1
ela a 1 1 1 1
lja b ¢c d e 1

The properties (Re), (M), (L), (K), (p-1) and (im) are satisfied. Consequently, (A,—,1) is
an implicative pre-Hilbert algebra. It does not satisfy (An) and (Com) for (x,y) = (a,b); (Ex)
and (GE) for (x,y,z) = (a,b,c).

Example 4.10. Let A ={a,b,c,d,1} and — be given by the following table

—la b ¢ d 1

a |1 b b 1 1
b la 1 1 1 1
c |1 1 1 d 1
d |1l ¢ ¢ 11

1 |la b ¢ d 1
We can observe that the properties (Re), (M), (L), (GE) and (im) are verified. Then (A, —,1)
is an implicative GE algebra. It does not verify (An) and (Com) for x = b, y = ¢; (Ex) for
r=a,y=d,z=0b; (B) forx =c,y=0b, z=d.

Remark 4.11. (1) By definitions,

im-RML = RML + (im), im-GE = im-RML + (GE),

im-tGE = im-GE + (B), im-aRML = im-RML + (4n).

(2) By Lemma @ (iii), (pi) + (Ex) imply (GE). Hence (im) + (Ez) imply (GE), because
(im) implies (pi). Consequently,

im-BE = im-RML + (Ez) = im-RML + (GE) + (Ez) = im-GE + (Ex).

(3) By Theorem @, im-pre-H = im-pre-BCC = im-RML + (B). Hence

im-pre-H + (GE) = im-RML + (B) + (GE) = im-GE + (B) = im-tGE.

Then, im-tGE + (Ez) =im-GE + (Ez) + (B) =im-BE + (B) = im-pre-BCK.

Remark 4.12. (1) From Example m it follows that im-pre-H, im-GE and im-aRML are
proper subclasses of im-RML.

(2) Examples @ and show that the following inclusions:

im-tGE C im-pre-H, im-tGE C im-GE and im-BE C im-GE

are proper.
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(3) By Ezample below, im-pre-BCK C im-tGE. It is clear that im-pre-BCK is also
a proper subclass of im-BE (see [1§]).

Example 4.13. ([19], Ezample 2.6) Let A = {a,b,c,d, 1} and — be defined as follows

—la b ¢ d 1

a |1 1 ¢ ¢ 1
b |1 1 dd 1
c la a1 1 1
d b b 1 11

1 |la b c d1
The algebra A = (A, —,1) verifies (Re), (M), (L), (GE), (B), (im). It does not verify (An)
for x = a,y =b; (Ex) for xt = a,y = b,z = c. Thus A is an implicative tGE algebra which is
not a pre-BCK algebra.

Example 4.14. Consider the set A = {a,b,c,1} and the operation — given by the following
table

—la b c 1
all b 1 1
bla 1 ¢ 1
c|1l b 11
1ja b ¢ 1

The algebra A = (A, —, 1) satisfies properties (im), (Re), (M), (L), (B) (hence also (*), (**),
(Tr)) and (Ez). It does not satisfy (An) for (z,y) = (a,c). Hence, A is an implicative pre-BCK
algebra which is not a BCK algebra.

Lemma 4.15. ([22]) Let A be an implicative BE algebra. Then A satisfies:
(7) r—oy=(z—z)— (r—y)
forx,y,z € A.

Lemma 4.16. Let A be an implicative BE algebra and z,y € A. If z = ((x —» y) —» y) — =,
then

(8) = (z—=y) =z—y,

9) =2y —2y=@—>y) = (=—=y).

Proof. Set t = (x — y) — y. Then z =t — x. We first prove (E) Applying (Ex) and (H), we

getr = (z—oy=z—-(r—y =t—2z)— (r—y) =z —y, that is, (E)holds. Now we
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show (E) We have

—~
=

(10) EoGonloy £ @oyoy=t2

(11)
Therefore, (E) also holds.

t—x)—t

o (@oy o) D@y (o).

Theorem 4.17. Implicative aGE algebras are commutative Hilbert algebras.

Proof. Let A be an implicative aGE algebra. By definition and Proposition @, A satisfies
(An), (K), (C) and (Ex), since (An) + (C) imply (Ex). Let z,y € A. Sett = (z = y) =y
and z =t — x. We have
2=y =y = @=2(E=2y) > (z=y) =y
= =y —=lz—=(z—=y) =y

D oy oleoyo o P

Hence z — y < y. By (K), y < z — y. Using (An), we obtain z — y = y. Therefore,
(z = y) = z =y — z, that is,

(12) z=y— (t = z).
Now we prove
(13) [(z = y) =yl <[y = z) = 2]

We have [z = 9) >3] = (=) > o] D o052 By om oo o0

(y = x) = [t = (y = x)] © 1 Thus (@) holds. Since A satisfies (An), we see that it is
commutative. Therefore, by Proposition @, A is a Hilbert algebra.

Proposition 4.18. For Hilbert algebras, the implicative property is equivalent to the commu-

tative property.

Proof. Let A be an implicative Hilbert algebra. It is easy to see that A is an implicative aGE
algebra. By Theorem , A is commutative. The converse follows from Lemma @ (vi). o

Remark 4.19. For pre-Hilbert algebras, the implicative property is not equivalent to the

commutative property.
We now present several old or new characterizations of Tarski algebras.

Theorem 4.20. Let A = (A, —,1) be an algebra of type (2,0). The following are equivalent:
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(i) A is a Tarski algebra;
(ii) A satisfies (Re), (M), (pimpl), (Com);
(iii) A is a commutative pre-Hilbert algebra;
(iv) A is a commutative Hilbert algebra;
(v) A is an implicative Hilbert algebra;
(vi) A satisfies (Re), (An), (B), (im);
(vii) A is an implicative BCC algebra;
(viii) A is an implicative BCK algebra;
(ix) A is an implicative aBE algebra;
(x) A is an implicative aGE algebra;
)

(xi) A is a commutative GE algebra.

Proof. (i) = (ii). By definition.

(ii) = (iii). From Lemma @ (i) we see that A also satisfies (K) and (p-1). Hence A is a
commutative pre-Hilbert algebra.

(iii) = (iv). Since (M) and (Com) imply (An), see Lemma @ (v), we conclude that A is
a Hilbert algebra. Obviously, A is commutative.

(iv) = (v). By Proposition .

(v) = (vi) and (vi) = (vii). Obvious.

(vii) = (viii). By definition, (Re), (M), (L), (An), (B), (im) hold in .A. By Lemma @
(1), (M) + (B) imply () and (). By Lemma B3 (v), (M) + (L) + (**) imply (K). Applying
Lemma @ (iv), we conclude that A satisfies (C). Then (Ex) holds in A, by Lemma @ (iv).
Thus A is a BCK algebra.

(viii) = (ix). Obvious.

(ix) = (x). By Lemma @ (iii), (im) implies (pi). From Corollary @ it follows that A is
a GE algebra. Then (x) holds.

(x) = (xi). From Theorem we see that A is a commutative GE algebra.

(xi) = (i). By Proposition @, A is a commutative Hilbert algebra. Then A satisfies (Re),
(M), (pimpl), (Com). Thus, A is a Tarski algebra.

Remark 4.21. By Theorem [{.2d, T = im-H = im-BCK = im-BCC = im-aGE = im-
aBE = com-GE = com-H = com-pre-H = im-aRML + (B) = im-pre-BCK + (An).

From Remarks |4.1]|, |41ﬂ and |421] we obtain the hierarchy between im-RML and T, in

the next Figure 3.
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im-RML

im-aRML

im-pre-BCK
(An)

T = im-BCK
FIGURE 3.

Proposition 4.22. We have
(i) im-tGE = im-GE N im-pre-H,
(ii) ¢m-pre-BCK = im-pre-H N im-BE = im-tGE N im-BE,
(iii) T = im-pre-H N im-aRML = im-GE N im-aRML.

Proof. (i) Since tGE = GE N pi-pre-H (see Proposition ) and (im) implies (pi), we
deduce that (i) holds.

(ii) We obtain im-pre-H N im-BE = [im-RML + (B)] N [im-RML + (Ex)] = im-RML
+ (B) + (Ex) = im-pre-BCK. Hence we get im-tGE N im-BE = im-pre-BCK, since
im-tGE C im-pre-H.

(iii) We have im-pre-H N im-aRML = [im-RML + (B)] N [im-RML + (An)| = im-
RML + (B) + (An) = T by Theorem . Moreover, T = im-aGE = im-RML + (GE) +
(An) = [im-RML + (GE)] N [im-RML + (An)] = im-GE N im-aRML.

5. SUMMARY AND FUTURE WORK

In this article, we introduced and studied implicative pre-Hilbert algebras. We obtained
their properties and characterizations. By Theorem 4.6, an implicative pre-Hilbert algebra
is equivalent to an implicative pre-BCC algebras. For any Hilbert algebra, the implicative
property is equivalent to the commutative property (see Proposition 4.18). We gave several

examples of the algebras considered here. Moreover, we established some characterizations
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of Tarski algebras. In particular, we showed that Tarski algebras coincide with commutative
pre-Hilbert algebras and with implicative antisymmetric GE algebras. Finally, we presented
(see Figure 3) the interrelationships between different classes of implicative algebras.

The results obtained in the paper can be a starting point for future research. We suggest
the following topics:

(1) Studying the exchange pre-Hilbert algebras, that is, pre-Hilbert algebras satisfying (Ex).

(2) Describing the deductive systems, the congruences, the quotient algebras, etc. of pre-
Hilbert algebras.

(3) Studying more deeply the proper generalizations of Hilbert algebras, namely the pi-BE,
pi-pre-BCC, pi-pre-Hilbert, pi-pre-BCK algebras.
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